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Maintaining connectivity is fundamental for network studies [15], especially in dynamic settings [10, 14].
Pieces of information can be exchanged in interconnected networks that may evolve over time. In this
context, applications using time series databases (TSDB) and graph oriented databases (such as Neo4j)
naturally capture the modeling of such dynamic exchanges of information, see e.g. [4] for an extensive
overview. This kind of data arises from as many topics as IP routing [2, 22], public transportation [7, 11],
road management [16, 21], e-marketing [3], social networks [17], and so on.

Furthermore, redundant connectivity is instrumental for designing communication primitives that can with-
stand Byzantine attackers [8, 9] (that is, attackers with unbounded computational power whose behavior
may be arbitrary, and in particular malicious). For the reliable communication problem in dynamic networks
in the presence of Byzantine entities, it is known [18] that a dynamic minimal cut of 2k + 1 is necessary
and sufficient to tolerate k Byzantine participants.

The current internship proposal addresses such input. We aim at further results optimizing solutions
for Journey and k-Journeys, two optimisation problems defined below. The former problem helps
modeling connectivity in dynamic networks, while the latter problem addresses Byzantine fault tolerant
routing through them.

In classical graph theory, ShortestPath asks for the computation of a path joining two given vertices
with the least number of edges in a (static) graph. It can be solved by popular polynomial time algorithms
such as Dijkstra, Bellman-Ford, Floyd-Warshall, and so on, see e.g. [5].

Given a temporal graph, two timestamped source-target vertices “s at moment µs” and “t at moment µt”,
and a cost function c : N ×

(V
2
)

→ R, we define Journey as the problem of computing a list

J = [(µ1, v1v2), (µ2, v2v3), . . . , (µp−1, vp−1vp)] with v1 = s, µ1 = µs, vp = t, and µp−1 = µt,

such that c(J) = c(µ1, v1v2) + c(µ2, v2v3) + . . . + c(µp−1, vp−1vp) is not only minimized, but also what is
called realizable, in the following sense.

The most common realizability criteria is timely monotone: µ1 < µ2 < . . . < µp−1. It is proved that
topological sorting helps in extending popular ShortestPath to solve Journey when under timely
monotone constraint in polynomial time [2]. A stronger constraint is called timed transit w.r.t. a given
transit function δ :

(V
2
)

→ R denoting the time it takes for sailing from one vertex to another vertex. Here,
we must have µi+1 = µi + δ(vi, vi+1), for every 1 ≤ i < p.

Journey under timed transit has many applications in industries. For instance, on planning taxiway usage
in an airport, a least cost plan is a set of k temporal journeys for moving aircraft. Such a journey answers
to a pilot request of moving from one point to another at a given time window. In this sense, each journey
can be viewed as a list of timetable checkpoints with expected passing time instants for each aircraft.
A principal constraint for the k journeys is to be vertex-disjoint at all time, in order to prevent collision
between aircraft. The overall goal is to minimize the expected global fuel consumption for the aircraft to
realize the k journeys.
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Putting aircraft and taxiways aside, vertex-disjoint journeys can benefit to Byzantine tolerance too. Here,
the notion of vertex-disjoint must be extended to be independent of times. A formal definition of these
two kind of vertex-disjoint journeys is given in the sequel, under the name of k-Journeys1-2. Informally,
k-Journeys1-2 can be seen as the temporal extension of k-Paths, where, given a (static) graph G and
k pairs (si, ti) ∈ V (G)2 of source-target vertices, for 1 ≤ i ≤ k, the goal is to compute k vertex disjoint
paths joining each source si to its corresponding target ti while minimizing the total distance of the k
paths. When k = 1, the problem is reduced downto ShortestPath and Journey as defined previously.
Formally, we define k-Journeys1 to be the problem of joining k pairs of timestamped source-target vertices
“si at moment µsi” and “ti at moment µti”, each by a journey Ji solving Journey on si, µsi , ti, µti , such
that for every (v, µ), there are no Ji and Ji′ where (v, µ) ∈ Ji and (v, µ) ∈ Ji′ , and such that the total
sum c(J1) + c(J2) + . . . + c(Jk) of cost function over the k journeys is minimized.
We also define k-Journeys2 to be the problem of joining k pairs of timestamped source-target vertices
“si at moment µsi” and “ti at moment µti”, each by a journey Ji solving Journey on si, µsi , ti, µti , such
that for every v, there are no µ, µ′, Ji and Ji′ where (v, µ) ∈ Ji and (v, µ′) ∈ Ji′ , and such that the total
sum c(J1) + c(J2) + . . . + c(Jk) of cost function over the k journeys is minimized.
Related works: For the general case when k > 1, k−Paths is an NP -hard optimization problem [20] with
interesting solutions including both matrix approach [6] and dynamic programming (DP) [13]. Matrix and
DP approaches are important for practical applications in the sense that implementations usually require
only a few for-loops filling some array, hence, less likely to contain bugs. Both matrix and DP can be used
to provide implementations of sublinear optimization and polynomial time approximation scheme (PTAS)
as what has been done in other graph mining problems, e.g. with the use of matrix splitters in [3] and
geometric graph DP in [19], respectively. For k-Paths, a standard heuristics is to precompute shortest
path and distance matrices, e.g. with Floyd-Warshall algorithm, then dynamically attribute paths joining
si to ti in a greedy manner, recomputing reroute options when a vertex is already in use by an earlier
path. The more involved DP given in above cited Ref. [13] use vertex-separator properties of tree-width
decomposition in order to provide fixed parameter tractable (FPT) algorithm solving optimally k-Paths
with a small polynomial for the term that is independent from parameter k. Such a technique is particularly
interesting for a practical application to k-Journeys1-2.
Internship proposal: We propose to investigate either the case of k-Journeys1 or k-Journeys2. Moved
by the example of aircraft, a solution to this kind of problems must be selected from a double combinatorial
parameter. Firstly, as with cars, fuel consumption here is subject to the distance between the checkpoints.
Moreover, aircraft consumption highly depends on its speed, where stopping and restarting the jet engines
is critical. Ideally, solutions to our problems should also consider such practical matters. Besides, we note
that equivalent terminologies of k-Journeys1-2 exist in the literature, such as Byzantine fault tolerance
routes or Menger’s theorem for temporal graphs [18, 1]. We stress that even when k = 2, several definitions
of the problem exist, leading to both polynomial and NP-complete cases [12].
Main question: Under timed transit, how efficient Byzantine fault tolerant journeys can be found in
dynamic networks? How about the same question without timed transit?
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