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Abstract

CDF and DZero are the two largest collider experiments
at Fermilab, and the largest currently running high-energy
physics experiments in the world. In DZero the amount
of data, the throughput of data processing, and the size
of the collaboration present a unique challenge for the ex-
periment’s meta-computing system. With these considera-
tions in mind Fermilab has developed the SAM-Grid sys-
tem to allow globally distributed high-throughput data pro-
cessing and analysis.[1] At the core of the solution is the
data-handling system SAM. The goal of SAM is to provide
a middleware between physics applications and low level
storage and network resources to enable streaming of the
analysis data in a transparent fashion. An important com-
ponent of the SAM system is the cache management mod-
ule. Physics applications often request the same data repet-
itively, and the cache management module was designed to
take advantage of this behavior. In this article we discuss an
administrative aspect of that module, user groups and quo-
tas, which we use to efficiently allocate storage resources in
the multi-user SAM-Grid. We begin by discussing the lim-
itations of the current policy, and then present a proposed
quota management system inspired by Leonard et al.’s [3]
elastic quotas.

1. Introduction

A typical SAM Station’s cache consists of several nodes
and disks [2]. These devices are conventionally mapped to
hard drives and computers specifically employed to deliver
storage and network resources for the grid. Because a typi-
cal application runs multiple consumer processes, it expects
data from one or more sources simultaneously. It is SAM’s
job to cache this data and maintain the status of the nodes.

Because disk space on the nodes is a limited resource,
that resource must be managed. SAM has to balance re-
placing data files that are no longer in use with the risk of
improving one application’s performance at the expense of

another. To keep any one job from getting too large SAM
enforces quotas on disk storage space. These quotas are
placed on user groups to assure that a group’s total storage
use is below the limit determined by SAM administrators.

Under the current policy, groups cannot replace files that
belong to other groups. Although this policy is easy to im-
plement it is not a viable long term solution. We have ob-
served that some nodes may become inaccessible to new
groups because they do not have files of their own on the
node to replace. Since there are many user groups the cache
becomes quickly fragmented. Furthermore, if the admin-
istrator wishes to reallocate quotas, he or she must often
manually remove files to allow a quota to increase.

It is clear that a new quota management strategy is re-
quired. Below we describe a cache management policy in-
spired by Leonard et al.’s work on elastic quotas [3]. We
divide each node into guaranteed space and elastic space
and set respective quotas per group. By allowing users to
replace other groups’ files in the elastic space a group can
no longer be locked out of a particular node.

2. Design

We begin (Section 2.1) by explaining a new dual quota
system and its advantages. In (Section 2.2) we discuss how
one can decrease administration by providing a mechanism
that allows old files to be removed automatically via a Least
Recently Used (LRU) policy. There are two primary re-
quirements that influence all aspects of design. First, ad-
ministration of file management must be minimal, and sec-
ond, since this is a production grid all bookkeeping opera-
tions must be computationally inexpensive.

2.1. Quotas

Every user group is given two quotas: a Guaranteed
Quota (GQ) and an Elastic Quota (EQ). The GQ assures
users that at minimum they will have a certain amount of
persistent file storage. Note that it is not the case that GQ
must be greater than zero. For example, a test group might



only be allowed elastic storage out of deference to more im-
portant projects.

The EQ represents the amount of elastic space accessi-
ble to the group. If the group fills its GQ it may continue to
store new files on the node until it’s EQ has been reached
(typically one-hundred percent of the elastic space). If we
define the elastic space (ES) as:

ES = TotalDiskSpace−
no.ofgroups∑

i

GQi (1)

we can ensure that files within a group’s GQ will never be
compromised. Note that if

no.ofgroups∑
i

EQi = ES (2)

we have merely implemented the static cache that we
wanted to avoid! 1 It is thus desirable to set EQ = ES
and restrict EQs only if the administrator sees fit.

2.2. File Removal Policy

Since the elastic space is available to all user groups it
is likely that storing files in the space will require removal
of another group’s data. It is thus necessary to implement a
policy that is not only fair to all users, but easily adminis-
tered.

Since we do not want the administrator to have to manu-
ally delete files, a basic LRU policy makes sense. This guar-
antees that the most space any group can monopolize is its
GQ. When SAM needs to delete a file from ES, it looks for
the least recently active group instead of least recently used
file. This determination can be made in constant time via a
hash table. If this group is over its GQ, SAM deletes what-
ever space it needs according to the group’s pre-existing
cache replacement policy. If the space needed is more than
can be erased without compromising GQs, SAM moves on
to the next least recently active group.

At this time we will not consider how malicious users
might game the cache replacement policy because we con-
sider it unlikely.
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